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#### Abstract

Recently, the study of probabilities in ring theory has shown a significant increase in the field of algebra. Many interesting algebraic structures were modeled to find their probabilities in certain finite rings. In this paper, we introduce a new type of probability in finite rings, namely the squared-zero product probability. The aim is to study the square property and the zero product property of the ring. The focus of this study is the ring of matrices of dimension two over integers modulo prime $p$. To obtain the probability, the order of the square-annihilator of the ring is determined. The results found show that the squared-zero product probability of the ring is dependent on the value of $p$.
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## 1 Introduction

In the field of mathematics, ring theory plays a fundamental role in defining various algebraic structures which can provide understanding in many mathematical subjects. Some examples of rings include the ring of integers [12], Hamiltonian ring [13], and the rings of a special class [10]. Furthermore, ring theory has been applied in various mathematical branches including cryptography [5], functional analysis [1], graph theory [6], coding theory [4], as well as probability theory [8]. In this paper, we focus on the relation between ring theory and probability theory.

While ring theory and probability theory are two distinct areas, there are situations in which both areas overlap. In ring theory, probability theory has been extensively applied to study the tendencies that certain algebraic properties of a ring hold. In this paper, we study the probability that a square of an element of a finite ring is zero. This probability is then called the squared-zero product probability. The squared-zero product probability is determined for the ring of matrices of dimension two over integers modulo prime $p$.

This paper consists of five sections. The first section is the introduction of the study. The second section provides some previous works done on probability in finite rings. The third section presents a new probability defined in this study, namely the squared-zero product probability. Next, the fourth section gives the results obtained in this study. Finally, the conclusion of the study is presented in the fifth section.

## 2 Probabilistic Characterizations in Finite Rings

This section provides a literature review of studies done on probabilities associated with finite rings. The application of probability theory in ring theory began in 1976 when MacHale [8] studied the probability that two elements of a finite noncommutative ring commute. In the study, the probability is defined as $\operatorname{Pr}(R)=\frac{\{a \in R \mid a b=b a\}}{|R|^{2}}$, where $a$ and $b$ are elements in a noncommutative ring $R$. In the study, MacHale [8] also found that $\operatorname{Pr}(R) \leq \frac{5}{8}$.

Following the study, many researchers started to gain interest in finding the probabilistic characterizations in finite rings. This includes the study done by Dutta and Nath [3] on the relative commuting probability. The authors defined the relative commuting probability of a finite ring as the probability that a randomly chosen pair of elements, one from the ring $R$ and the other from its subring $S$, commute. The probability is mathematically written as,

$$
\operatorname{Pr}(S, R)=\frac{|\{(a, b) \in S \times R \mid a b=b a\}|}{|S||R|} .
$$

Following that, Rehman et al. [11] introduced another type of probability in finite rings called the probability of product. The study was done on the ring of integers $\mathbb{Z}_{n}$. Just like its name, the objective of the study is to explore the probability that the product of any two randomly chosen elements of a ring is a fixed element of the ring itself. Mathematically, the probability is written as,

$$
P_{m}\left(\mathbb{Z}_{n}\right)=\frac{\left|\left\{(a, b) \in \mathbb{Z}_{n} \times \mathbb{Z}_{n} \mid a b=m\right\}\right|}{\left|\mathbb{Z}_{n} \times \mathbb{Z}_{n}\right|}
$$

where $a, b$ and $m$ are elements of $\mathbb{Z}_{n}$.

Then, Khasraw [7] introduced a similar probability as [11], focusing only on elements with product zero. The study was done on finite commutative rings, and it was found that the probability is closely related to the zero divisors of the ring. The study also found that,

$$
P(R) \geq \frac{2 n+|Z(R)|-1}{n^{2}}
$$

where $Z(R)$ is the set of zero divisors of the ring $R$.
Then, Zai et al. [14] extended the study done by Khasraw in [7] to noncommutative rings, and officially named the probability as the zero product probability. The formula of determining the zero product probability of finite rings is given as,

$$
P(R)=\frac{|\{(a, b) \in R \times R \mid a b=0\}|}{|R \times R|} .
$$

Some other studies of probabilities done on the zero product property of a finite ring include the study on semisimple rings done by Dolžan [2] and the study on group rings done by Mohammed Salih [9].

## 3 The Squared-Zero Product Probability of Finite Rings

In this section, we define a new probability associated with finite rings, namely the squaredzero product probability. This probability is introduced to study the tendency for the square of an element of a finite ring to be zero. To determine the squared-zero product probability, the squareannihilator of the ring needs to be obtained. Hence, the definition of a square-annihilator is given in the following.
Definition 3.1. Let $R$ be a finite noncommutative ring. Then, the square-annihilator of $R$ is the set of ordered pairs $(x, x) \in R \times R$ such that $x x=0$. The square-annihilator of $R$ can be mathematically written in the following form;

$$
A n n_{s q}(R)=\{(x, x) \in R \times R \mid x x=0\} .
$$

Following the definition of the square-annihilator, the squared-zero product probability of a finite ring is defined as the order of the square-annihilator divided by the square of the size of the ring. The formal definition of the squared-zero product probability is given as follows:
Definition 3.2. Let $R$ be a finite noncommutative ring. Then, the squared-zero product probability of $R$,

$$
P_{s q}(R)=\frac{|\{(x, x) \in R \times R \mid x x=0\}|}{|R \times R|}=\frac{\left|A n n_{s q}(R)\right|}{|R|^{2}} .
$$

## 4 Results and Discussions

This section presents the results obtained in this study. First, the order of square-annihilator is determined for the $2 \times 2$ matrices over integers modulo prime, $M_{2}\left(\mathbb{Z}_{p}\right)$. Throughout this paper, $p$ indicates prime number. To obtain the order of the square-annihilator, the matrices are first divided into six forms, which cover all possible matrices in $M_{2}\left(\mathbb{Z}_{p}\right)$. The following theorem gives the order of the square-annihilator of $M_{2}\left(\mathbb{Z}_{p}\right)$.

Theorem 4.1. Let $R$ be the ring of $2 \times 2$ matrices over integers modulo prime, $\mathbb{Z}_{p}$. Then, the order of the square-annihilator of $R$ is $p^{2}$, or in symbols, $\left|A n n_{s q}(R)\right|=p^{2}$.

Proof. Suppose $R=\left\{\left.\left[\begin{array}{ll}x_{1} & x_{2} \\ x_{3} & x_{4}\end{array}\right] \right\rvert\, x_{1}, x_{2}, x_{3}, x_{4} \in \mathbb{Z}_{p}\right\}$. To obtain the order of the square-annihilator of $R$, the calculations are divided into six cases, based on the forms of the matrices in $R$.

Let, $X=\left[\begin{array}{ll}x_{1} & x_{2} \\ x_{3} & x_{4}\end{array}\right] \in R$.

Case 1: When $X$ is the zero matrix.
Then, all $x_{i}=0$ when $i=1,2,3,4$. Thus, $X=\left[\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right]$. Since, $X X=\left[\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right]$ is trivial, this gives $\left|A n n_{s q}(X)\right|=1$.

Case 2: When $X$ has only one zero entry diagonally.
Then, only one of the diagonal entries is not zero while the other entries are zeros. Thus, the possible forms of $X$ are $\left[\begin{array}{cc}x_{1} & 0 \\ 0 & 0\end{array}\right]$ and $\left[\begin{array}{cc}0 & 0 \\ 0 & x_{4}\end{array}\right]$.
Without loss of generality, take $X=\left[\begin{array}{cc}x_{1} & 0 \\ 0 & 0\end{array}\right]$. The possible element $x_{1}$ in $\mathbb{Z}_{p}$ can be determined by the following matrix multiplication,

$$
\left[\begin{array}{cc}
x_{1} & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{cc}
x_{1} & 0 \\
0 & 0
\end{array}\right] \equiv\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] \quad(\bmod p)
$$

which is then written as,

$$
x_{1}{ }^{2} \equiv 0 \quad(\bmod p) .
$$

The congruence has no solution since $x_{1}$ is nonzero. The case is similar when, $X=\left[\begin{array}{cc}0 & 0 \\ 0 & x_{4}\end{array}\right]$. Therefore, there is no square-annihilator for this case, which gives, $\left|A n n_{s q}(X)\right|=0$.

Case 3: When $X$ has only one nonzero entry in the off-diagonal.
Then, only one of the off-diagonal entries is not zero while the other entries are zeros. Thus, the possible forms of $X$ are $\left[\begin{array}{cc}0 & x_{2} \\ 0 & 0\end{array}\right]$ and $\left[\begin{array}{cc}0 & 0 \\ x_{3} & 0\end{array}\right]$.

The elements of its square-annihilator are determined using the following matrix multiplication;

$$
\left[\begin{array}{cc}
0 & x_{2} \\
0 & 0
\end{array}\right]\left[\begin{array}{cc}
0 & x_{2} \\
0 & 0
\end{array}\right] \equiv\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] \quad(\bmod p) .
$$

From the multiplication, the following equation is formed;

$$
x_{2} \cdot 0 \equiv 0 \quad(\bmod p),
$$

which is always true for all $x_{2} \in \mathbb{Z}_{p}-\{0\}$. This shows that $x_{2}$ can be any element in $\mathbb{Z}_{p}-\{0\}$. Therefore, the order of the square-annihilator for this case is $p-1$. The case is similar when $X=\left[\begin{array}{cc}0 & 0 \\ x_{3} & 0\end{array}\right]$. Hence, the order of the square-annihilator for this case,

$$
\left|A n n_{s q}(X)\right|=2(p-1)=2 p-2 .
$$

Case 4: When $X$ has two nonzero entries in a column or row.
Then, any two entries in the same row or column of $X$ are not zero while the other two entries are zeros. Thus, $X=\left[\begin{array}{cc}x_{1} & x_{2} \\ 0 & 0\end{array}\right],\left[\begin{array}{cc}0 & 0 \\ x_{3} & x_{4}\end{array}\right],\left[\begin{array}{ll}x_{1} & 0 \\ x_{3} & 0\end{array}\right]$ or $\left[\begin{array}{cc}0 & x_{2} \\ 0 & x_{4}\end{array}\right]$.
The elements of the square-annihilator are determined using the following matrix multiplication;

$$
\left[\begin{array}{cc}
x_{1} & x_{2} \\
0 & 0
\end{array}\right]\left[\begin{array}{cc}
x_{1} & x_{2} \\
0 & 0
\end{array}\right] \equiv\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] \quad(\bmod p) .
$$

From the matrix multiplication, the following system of equations is obtained;

$$
\begin{aligned}
x_{1}^{2} & \equiv 0 \quad(\bmod p), \\
x_{1} x_{2} & \equiv 0 \quad(\bmod p) .
\end{aligned}
$$

From Case 2, it is known that the congruence $x_{1}{ }^{2} \equiv 0(\bmod p)$ has no solution since $x_{1}$ is nonzero. This also implies that $x_{2}$ has no solution since $x_{2}$ is also nonzero. As a result, the matrices with two nonzero entries in a column or row has no square-annihilator. Hence for this case, $\left|A n n_{s q}(X)\right|=0$.

Case 5: When $X$ has three nonzero entries.
Then, $X=\left[\begin{array}{cc}x_{1} & x_{2} \\ 0 & x_{4}\end{array}\right],\left[\begin{array}{cc}x_{1} & x_{2} \\ x_{3} & 0\end{array}\right],\left[\begin{array}{cc}x_{1} & 0 \\ x_{3} & x_{4}\end{array}\right]$ or $\left[\begin{array}{cc}0 & x_{2} \\ x_{3} & x_{4}\end{array}\right]$.
Without loss of generality, take $X=\left[\begin{array}{cc}x_{1} & x_{2} \\ 0 & x_{4}\end{array}\right]$. The elements of the square-annihilator are determined by the following matrix multiplication,

$$
\left[\begin{array}{cc}
x_{1} & x_{2} \\
0 & x_{4}
\end{array}\right]\left[\begin{array}{cc}
x_{1} & x_{2} \\
0 & x_{4}
\end{array}\right] \equiv\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] \quad(\bmod p)
$$

From the matrix multiplication, the following system of equations is formed.

$$
\begin{aligned}
x_{1}^{2} & \equiv 0 \quad(\bmod p), \\
x_{1} x_{2}+x_{2} x_{4} & \equiv 0 \quad(\bmod p), \\
x_{4}^{2} & \equiv 0 \quad(\bmod p) .
\end{aligned}
$$

From Case 2, it is known that the congruences $x_{1}{ }^{2} \equiv 0(\bmod p)$ and $x_{4}{ }^{2} \equiv 0(\bmod p)$ have no solution since $x_{1}$ and $x_{4}$ are nonzero. Thus, there is no square-annihilator for the matrices in $M_{2}\left(\mathbb{Z}_{p}\right)$ with three nonzero entries. Hence for this case, $\left|A n n_{s q}(X)\right|=0$.

Case 6: When all entries in $X$ are nonzero.
Then, all entries $x_{1}, x_{2}, x_{3}$ and $x_{4}$ are nonzero. To obtain the order of square-annihilator, the following matrix multiplication is performed,

$$
\left[\begin{array}{ll}
x_{1} & x_{2} \\
x_{3} & x_{4}
\end{array}\right]\left[\begin{array}{ll}
x_{1} & x_{2} \\
x_{3} & x_{4}
\end{array}\right] \equiv\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] \quad(\bmod p)
$$

From the matrix multiplication, the following system of equations is formed;

$$
\begin{align*}
x_{1}^{2}+x_{2} x_{3} & \equiv 0 \quad(\bmod p),  \tag{1}\\
x_{2} x_{3}+x_{4}^{2} & \equiv 0 \quad(\bmod p),  \tag{2}\\
x_{1} x_{2}+x_{2} x_{4} & \equiv 0 \quad(\bmod p),  \tag{3}\\
x_{1} x_{3}+x_{3} x_{4} & \equiv 0 \quad(\bmod p) . \tag{4}
\end{align*}
$$

Since all entries are nonzero, it can be said that there are $p-1$ possible entries for $x_{1}$. By elimination method operated on equation (1) and equation (2),

$$
\begin{aligned}
x_{1}^{2}-x_{4}^{2} & \equiv 0 \quad(\bmod p), \\
x_{1}^{2} & \equiv x_{4}^{2} \quad(\bmod p), \\
x_{1} & \equiv \pm x_{4} \quad(\bmod p) .
\end{aligned}
$$

This shows that either $x_{1}=x_{4}$ or $x_{4}$ is the additive inverse of $x_{1}$. Therefore, in either way, the value of $x_{4}$ is dependent on the value of $x_{1}$.

Meanwhile, to obtain the possible values for $x_{2}$ and $x_{3}$, it can be seen from equation (3) that,

$$
x_{2}\left(x_{1}+x_{4}\right) \equiv 0 \quad(\bmod p) .
$$

From this equation, $x_{2} \in \mathbb{Z}_{p}-\{0\}$ since $x_{1}+x_{4} \in \mathbb{Z}_{p}-\{0\}$ as the ring is always closed under addition. Therefore, the number of possible values of $x_{2}$ is $p-1$. Then, from equation (1),

$$
x_{3} \equiv-\frac{x_{1}^{2}}{x_{2}} \quad(\bmod p) .
$$

This shows that the values of $x_{3}$ depends on $x_{2}$.
Hence, for this case, the order of the square-annihilator of $R$ is

$$
\left|A n n_{s q}(X)\right|=(p-1)(p-1)(1)(1)=p^{2}-2 p+1 .
$$

All the above cases have covered all possible matrices $X \in R$. Thus, combining all of the cases, it is found that the order of the square-annihilator of $R$ is

$$
\left|A n n_{s q}(R)\right|=1+2 p-2+p^{2}-2 p+1=p^{2} .
$$

The following example presents the order of the square-annihilator of the ring of matrices of dimension two over $\mathbb{Z}_{p}$ when $p=2$.
Example 4.1. Given a finite ring $R=\left\{\left.\left[\begin{array}{ll}x_{1} & x_{2} \\ x_{3} & x_{4}\end{array}\right] \right\rvert\, x_{1}, x_{2}, x_{3}, x_{4} \in \mathbb{Z}_{2}\right\}$. Based on Definition 3.1, it is found that the square-annihilator of $R$,

$$
\begin{aligned}
A n n_{s q}(R)=\{ & \left(\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]\right),\left(\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]\right) \\
& \left.\left(\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right],\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]\right),\left(\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right],\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right]\right)\right\} .
\end{aligned}
$$

The result is consistent with Theorem 4.1, where the order of the square-annihilator,

$$
\left|A n n_{s q}(R)\right|=(2)^{2}=4
$$

The next theorem presents the squared-zero product probability of $M_{2}\left(\mathbb{Z}_{p}\right)$, found by using its definition.

Theorem 4.2. Let $R$ be the ring of matrices of dimension two over $\mathbb{Z}_{p}$. Then, the squared-zero product probability of $R, P_{s q}(R)=\frac{1}{p^{6}}$.

Proof. Suppose $R$ is the ring of matrices of dimension two over $\mathbb{Z}_{p}$. According to Definition 3.2, the squared-zero product probability of $R$ is the order of the square-annihilator of $R$ divided by the square of the order of $R$. Based on Theorem 4.1, the order of the square-annihilator of $R$ is $\left|A n n_{s q}(X)\right|=p^{2}$. Since $|R|=p^{4}$, then the squared-zero product probability of $R$,

$$
P_{s q}(R)=\frac{p^{2}}{\left(p^{4}\right)^{2}}=\frac{1}{p^{6}} .
$$

The following example presents the squared-zero product probability of the ring of matrices of dimension two over $\mathbb{Z}_{p}$ when $p=2$.

Example 4.2. Given a finite ring $R=\left\{\left.\left[\begin{array}{ll}x_{1} & x_{2} \\ x_{3} & x_{4}\end{array}\right] \right\rvert\, x_{1}, x_{2}, x_{3}, x_{4} \in \mathbb{Z}_{2}\right\}$. Based on Theorem 4.2, the squared-zero product probability of $R, P_{s q}(R)=\frac{1}{2^{6}}=\frac{1}{64}$.

## 5 Conclusion

In this paper, a new type of probability in finite rings, namely the squared-zero product probability is defined and its general formula is established for the ring of $2 \times 2$ matrices over integers modulo prime, $M_{2}\left(\mathbb{Z}_{p}\right)$. To formulate the general formula of the probability, the general formula of the order of its square-annihilator is also formed. It is found that the general formula of the square-annihilator of $M_{2}\left(\mathbb{Z}_{p}\right)$ depends on the value of $p$.
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